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1. INTRODUCTION

There is an increasing interest in predicting the toxicological
effects of chemicals from their structure and physicochemical
properties. For new compounds, this will optimize the product
development process by eliminating toxic compounds early. For
existing compounds, these approaches enable the prioritization
of potentially harmful compounds.1 Key among these approaches
is the efficient formation and use of toxicological databases, category
formation and read-across, and (quantitative) structure-activity

relationships (SARs and QSARs). Such computational, or in
silico, approaches ultimately aim to decrease costs and reduce
animal suffering for chemical risk assessment. These techniques
have come to the fore recently due to mandates such as the
categorization of the Canadian Domestic Substance List, the
European Union’s REACH and Cosmetics regulations, the
Japanese Chemical Substance Control Law, as well as their
continued use by the U.S. Environmental Protection Agency
(EPA) and U.S. Food and Drug Administration (FDA).2

For in silico models to provide valid predictions of toxicity,
they should, ideally, be based on a mechanistic framework. This
requires knowledge of the mode or mechanism of action and the
translation of the chemistry responsible for the toxicological
effect into usable in silico models.3 There are many modes and
mechanisms of toxic action ranging from physical interference
with cell membranes or skin, accumulation in cell membranes,
through to receptor mediated effects. The focus of this Review,
however, is to develop and report information for a number of
toxic effects, which are brought about by so-called reactive
mechanisms. In particular, these include the formation of cova-
lent bonds between a reactive, electron-poor (electrophilic)
substrate and a biological electron-rich (nucleophilic) target
molecule, especially biological macromolecules such as nucleic
acids and proteins.4,5

To build adequate models for end points and effects related to
reactive mechanisms of toxic action, that is, those relating to
electrophile-nucleophile covalent interactions, information is
required on the likelihood and rate of reaction of a chemical with
a particular biological nucleophile. Such information can be
derived from the direct experimental assessment of reactivity,
using what are termed in chemico assays. According to a
European Centre for Validation of Alternative Methods (ECVAM)
Expert Workshop, the term “in chemico” refers to the use of
abiotic chemical reactivity methods as a replacement for animal
(in vivo) assays; its use is analogous to that of in vitro (for cellular
bioassays) and in silico (for computer predictions).6 This
definition has been broadened by Cronin et al.4 to include not
only experimental methods but also the possibility of capturing
and applying in chemico information through a variety of com-
putational approaches. Further, it was noted that in chemico
information is unlikely to be a replacement (i.e., a one-to-one
replacement such as may be expected with certain in vitro
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assays), but is a source of information, which may provide a basis
to understand the molecular initiating event (see section 2) of a
toxicological action, along with other information. This may
assist in making a rational conclusion regarding the toxicological
hazard associated with a compound. Using this philosophy
outlined by Cronin, careful and intelligent selection of com-
pounds (sometimes referred to as intelligent testing strategies)
for in chemico testing has enabled the exact definition of domains
in terms of chemical structure for many reactive mechanisms.7,8

Such in chemico testing can be performed in a series of assays
with different peptides and other reference nucleophiles. This
type of testing has historically been undertaken in basic chemistry
research; however, no attempt has been made to compile and
interpret these historical data. The objective of this research
culminating in this Review, therefore, was to compile, interpret,
and publish a database containing relevant reactivity data from
the past 80 years. The database is provided as an openly available
resource to assist in all areas of the prediction of reactive toxicity.

2. REACTIVITY IN TOXICOLOGY

The initiating steps for many mechanisms of toxicological
action comprise the reactive, covalent binding between a (small)
electrophile, the xenobiotic molecule, and an endogenous
nucleophile.9,10 The target sites for the electrophiles include
peptides, proteins or enzymes, lipids, DNA, or related biological
molecules. Of these, the formation of covalent adducts with
proteins and DNA is well-established.11 Therefore, to assist in
the prediction of toxicity from structure for effects initiated by
protein or DNA binding, toxicants may be categorized and
classified on the basis of molecular reactivity.

The categorization of molecules by reactive mode or mode of
toxic action provides a strong basis for in silico approaches.3

Alternatives to animal testing based on mechanism or mode of
action and an adverse outcome pathway provide the user with
confidence in the prediction. In this context, the mode of action
relates to a uniform biological or toxic response caused by exposure
to a compound.12,13 The term adverse outcome pathway denotes a
set of chemical, biochemical, cellular, physiological, behavioral, etc.,
responses, which characterize the biological effects cascade resulting
from a particular molecular initiating event. A mechanism of action
denotes the molecular sequence of events leading from the absorp-
tion of an effective dose of a compound to the production of a
specific biological response in the target organ or organism.14-19

This term should not be confused with the (organic) chemical
reaction mechanism, a subset of biological mechanisms where
the molecular initiating event (MIE)20 is the covalent binding
between a toxicant and a biological target molecule. As noted in
the next section, if this reaction does not occur, other mechan-
isms of action, pathways, or modes of toxic action may be present
so it should not be taken to imply the absence of toxicity.

One important issue in the covalent binding of xenobiotics with
biological macromolecules is the metabolism of nonreactive com-
pounds to reactive species (“pro-reactive” compounds).21 Metabolic
activation is usually captured by binding studies utilizing liver
microsomal fractions or other enzymatic and in vitro assays.22,23

The classic Ames test is an efficient in vitro assay to screen for the
carcinogenic potential of drugs and related compounds, which
incorporates metabolic transformation.24 In addition to metabolism,
abiotic (nonbiological) transformation, for example, via air oxidation
of a “prereactive” compound to a reactive species, is an important
route of activation for chemicals. For instance, recent work has

demonstrated this capability for poly-hydroxylated and -amino
aromatic compounds: depending on the substitution pattern, such
compounds can be air-oxidized into a reactive quinone or quinone
imine.25,26 It should also be remembered that, even if chemical
reactivity is observed, organisms can respond (and be protected) via
repair mechanisms, cell proliferation, and immune activity.22 In
addition to covalent binding, oxidative or reductive modifications
of the target sites on proteins, which lead to a toxic effect, are
possible.6 Biotransformation, which is beyond the scope of this
Review, should also be borne in mind; it includes a variety of
detoxifying mechanisms, so the resulting metabolites are generally
less toxic and more water-soluble than the parent molecules.27,28

2.1. Defining the Spectrum of Electrophilic-Nucleophilic
Reactions

It is well-known that not all electrophiles react with all potential
biological nucleophiles; this is primarily because there are a
number of different electrophilic reaction mechanisms. In addi-
tion, there are differing rates of reactivity within particular
mechanisms of action.6 It is, therefore, important to consider
the selectivity of a compound toward a specific molecular site of
action. This can be explained by the classification of electrophiles
and nucleophiles according to their polarizability, in other words,
the chemical “hardness” and “softness” of the electrophilic or
nucleophilic center.29,30 The principle of hard and soft acids and
bases (HSAB) defined by Pearson31 states that hard Lewis acids
bind strongly to hard Lewis bases and soft Lewis acids bind
strongly to soft Lewis bases. In this context, Lewis acids are
electron acceptors that act as electrophiles, while Lewis bases are
electron donors acting as nucleophiles.

Biological nucleophiles are predominantly hard, with their
effects being brought about by their relatively hard oxygen or
nitrogen containing moieties.32 The softness of a nucleophile is
associated with its ability to be easily oxidised; an example is the
thiol residues of peptides and proteins with a sulfur atom. As the
majority of reactive exogenous compounds (whose interactions
result in toxicity) are soft electrophiles, the degree of softness
assists in understanding their effects. Dissimilar hardness leads to
a higher potential energy barrier for the reaction between an
electrophile and a nucleophile, thus making them less reactive.

Generally speaking, hard electrophiles will prefer to react with
DNA as well as with amino groups of, for instance, lysine; soft
electrophiles will react preferentially with thio groups, for
instance, cysteine on proteins. As a basis to understand reactivity,
the spectrum of electro(nucleo)philic reactions considered in
this Review corresponds well with “classic” Lewis acid-base theory
and to the HSAB principle.32,33 Further distinctions between
electrophiles and nucleophiles are provided using the spectrum
of reactivity ranging from soft to hard electro(nucleo)philic
reactions.29,34 Considering the spectrum of reactivity in more
details, hard electrophiles are small molecules with low polariz-
ability. Their electron deficiency is localized as a positive electro-
static charge. In contrast, soft electrophiles are often largermolecules
and highly polarized, with their electron deficiency spread over a
larger molecular region. The (nucleophilic) targets for electro-
philes in biological molecules typically include electron-rich
heteroatoms such as sulfur, nitrogen, and oxygen.33 Biological
molecules, in particular, amino and nucleic acids, have many such
nucleophilic sites. These represent the continuum of Lewis bases
from hard nucleophiles (low polarizability) to soft nucleophiles
(high polarizability). Table 1 lists the specific nucleophilic sites in
amino and nucleic acids in order of increasing hardness.
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There has been no systematic attempt to establish experimentally
based quantitative scales for hardness or softness, applicable across
thewhole range of electrophiles and thewhole range of nucleophiles.
As far as the electrophiles are concerned, some generalizations can be
drawn up, based on their potential chemical mechanism: Michael
acceptors and SNAr compounds are soft, acyl transfer agents are hard,
and SN2 can range from very soft to very hard (these mechanisms
will be explained in further detail in section 2.2).

While dissimilarity in electro(nucleo)philic hardness results in a
higher potential energy barrier of reactions between electrophiles and
nucleophiles (implying lower chemical reactivity), this concept of
“like-reacts-with-like” is not absolute: There are noted examples, such

as acrolein, where reactivity is ubiquitous. Moreover, strong electro-
philes such as nitroso-compounds and isothiocyanates react with a
spectrum of biological nucleophiles. Because of the ability of some
electrophiles to be reactive with a number of nucleophilic centers, the
reactivity of an electrophile is best quantified by a relative reactivity
profile with respect to a number of model nucleophiles. Although
different nucleophiles can differ very substantially in their absolute
reactivity toward a given electrophile, their relative reactivities are
usually well correlated over a range of electrophiles within the same
mechanism of action, as shown in Table 2.

While there are occasional exceptions, the general principle of
HSAB illustrated in Table 1 is widely applicable. This applicability

Table 1. Amino- and Nucleic-Acid Nucleophilic Sites Each Ordered Relative to Their Increasing Hardness10
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means that relative reactivities determined with one model nucleo-
phile may be used to estimate the relative reactivities of electrophiles
toward unknownbiological nucleophiles. In terms of relative chemical
reactivity, thiol- or amino-based compounds such as propanethiolate,
aniline, or n-butylamine are just as good a model nucleophile as
cysteine, lysine, glutathione, or other amino acids and peptides with
reactive side chains. The relative reactivities are also a consequence of
the Swain-Scott relationship, which is explained below.

To quantify relative reactivity, Mayr and Patz constructed
scales of nucleophilicity N and electrophilicity E.35,36 These can
describe kinetic rate constants k (at 20 �C in dichloromethane)
of a large variety of polar organic reactions, with s being a system
specific parameter, dependent on the reference nucleophile:

log k ¼ sðN þ EÞ ð1Þ
The nucleophilicity parameter ranges from -4 (weak) to þ24

(strong nucleophile), and the electrophilicity parameter ranges from
-12 (weak) to þ6 (strong electrophile). To this end, the electro-
philicity scale has been applied for benzhydryl cations only, but the
nucleophilicity parameter allows for a quick comparison of a variety
of reference nucleophiles (e.g., water, N = 5.1; n-butylamine, N =
11.7; 2-hydroxyethanethiol, N = 15.6).37

In the context of electrophile-nucleophile reactions, it is
convenient to consider the HSAB principle against the back-
ground of the Swain-Scott relationship, which predates the
HSAB concept.34 Swain and Scott argued that nucleophiles could
be assigned a nucleophilicity parameter n and that a parameter s
could be assigned to electrophiles to quantify their susceptibility
to changes in n. On that basis, the Swain-Scott relationship was
originally written as:

logðkE =N = kE =waterÞ ¼ ns ð2Þ
In this expression, kE/N is the rate constant for reaction of the

electrophile E with the nucleophile N, and kE/water is the rate

constant for reaction of the electrophile E with water. Water may
be regarded as the reference nucleophile, kE/water quantifying the
intrinsic reactivity of the electrophile. Taking methyl bromide as
the reference electrophile and assigning an s value of 1, Swain and
Scott measured rate constants at 25 �C and from these derived n
values for a series of nucleophiles and s values for a series of
electrophiles. Some n and s values for various nucleophiles and
electrophiles are shown in Table 3.

A parallel set of n and s values, based on methanol as the
reference nucleophile and methyl iodide as the reference electro-
phile, has also been established for reactions in methanol. It has
been pointed out by Loechler that, toward the hard end of the
hard-soft spectrum, deficiencies in the Swain-Scott equation
become apparent.38 Thus, the methyl diazonium ion, a hard
methylating agent, is more selective for oxygen-centered nucleo-
philes of DNA than for nitrogen-centered nucleophiles, although
with less hard electrophiles the nitrogen-centered nucleophiles
are the more reactive. Loechler argued that n values of nucelo-
philes are not completely constant, but may vary according to the
electrophile. In particular, when the nucleophile and electrophile
are well matched on the hard-soft spectrum, the nucleophile
may exhibit an enhanced n value.

Despite this and other deficiencies, the Swain-Scott equation
provides a useful framework for considering the issues involved
in trying to model an in vivo nucleophile, whose precise identity
may not be known. Exchanging the in vivo nucleophile for a
model nucleophile in chemico, the key questions are: if the
relative reactivity of two electrophiles (E1 and E2, having s values
s1 and s2, respectively) is determined with a model nucleophile
(Nm), is this relative reactivity the same for the in vivo nucleo-
phile (Niv)? If not, what is the difference, and how can the
difference be minimized?

These questions can be addressed by rearranging the Swain-
Scott equation to derive:

relative reactivity in vivo : logðkNiv = E1 = kNiv = E2Þ
¼ nivðs1 - s2Þ þ logðkwater = E1 = kwater = E2Þ ð3Þ

relative model reactivity : logðkNm = E1 = kNm = E2Þ
¼ nmðs1 - s2Þ þ logðkwater = E1 = kwater = E2Þ ð4Þ

For the two expressions to be identical, it is necessary that either
s1 = s2 or niv = nm. If this condition is not met, there is a difference
of (niv - nm)(s1 - s2). This difference, being dependent on the
identities of the electrophiles, is not constant, so it will tend to
weaken a predictive approach (i.e., a QSAR for an effect elicited
by reactivity such as excess acute toxicity) in which reactivity is
based on amodel nucleophile. Depending howmuch is known or
can be inferred about the in vivo nucleophile, selecting a model
nucleophile with a similar n value (if the n value of the in vivo
nucleophile is not known, this can be approached by aiming to
match position both on the hard-soft scale and on the pKa

value) will minimize (niv - nm) and hence reduce (niv - nm)
(s1- s2). Working within the same reaction mechanistic domain,

Table 2. Kinetic Rate Constants of r,β-Unsaturated Compounds with Thiolates (-SH) and Amines (-NH2)
74

CH2dCH-
k (-SH)

�10-3 M-1 s-1

k (-NH2)

�10-5 M-1 s-1

k(-SH)/

k(-NH2)

log k(-SH)/

k(-NNH2)

-CO2Me 11.0 76.0 145 2.16

-CN 2.70 20.4 132 2.12

-CONH2 0.46 2.60 178 2.25

Table 3. Swain-Scott Parameters34 for Some Nucleophiles,
the Nucleophilicity Parameter n, and the Corresponding
Susceptibility Parameter s of Some Electrophilesa

nucleophile n electrophile s

aniline 4.49 ethyl tosylate 0.66

n-butylamine 5.13 benzyl chloride 0.87

HS- 5.08 methyl bromide 1.00

cysteine 5.08 epichlorohydrin 0.93

cysteine ethyl ester 5.24

serum albumin 5.37

HO- 5.94

acetate ion 2.89
aThe parameter n quantifies the nucleophilic reactivity of the nucleo-
phile relative to water. The higher is the n value, the more reactive is the
nucleophile. The parameter s quantifies the selectivity of the electro-
phile; the higher is the s value, the greater the degree of preference shown
by the electrophile towards nucleophiles with higher n values.
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or within subdomains (categories), will minimize differences in s
values, and hence reduce (niv - nm)(s1 - s2).

Thus, there are a variety of methods available to assist in defining
the spectrum of reactivity between electrophiles and nucleophiles
and hence relate that to interactions at the biological level. This can
be translated into practical tools and approaches to understand the
molecular initiating steps that result in toxic effects.

2.2. Electrophilic Chemical Reaction Mechanisms

The concept of electrophilic reactivity is recognized as an
important issue in predictive toxicology.39-41 In its broadest
sense, reactivity with biological molecules includes a spectrum of
conjugation, substitution, and addition reactions,10 which have
their foundation in the principles of organic reactions where an
electron-rich compound interacts with an electron-deficient one.42

The importance of comprehending this process from a predictive
standpoint is that themechanistic capacity of electrophilic reactivity,
leading to a particular toxicological end point, provides a means
of grouping compounds into categories for that particular end
point based on mechanistic similarity.43

In contrast to receptor-mediated chemical interactions, elec-
trophiles are not specific in regards to their molecular targets. To

illustrate this, Wong and Liebler, in their examination of mito-
chondrial proteins from cells treated with two different electro-
philes, observed that adducts were formed with more than 800
proteins.44 In addition, toxicants such as acrolein are able to react
with several different nucleophilic targets. Therefore, mechan-
istic understanding is important for the appropriate regulation of
industrial compounds.3,4,45

The toxicity of many electrophiles is related to their intrinsic
capability to bind to proteins. The six most important direct
acting covalent binding mechanisms are listed in Table 4, which
may result, for example, in skin sensitization or elevated acute
aquatic toxicity above baseline narcosis.41 About 50 specific reactive
protein binding mechanisms are known,46 but the six organic
chemistry mechanisms shown capture the general mechanisms of
direct acting protein binding in the field of toxicology. These
allow for a classification of electrophiles into appropriate me-
chanistic applicability domains, that is, chemical space associated
with individual mechanisms. Further details on the six main
mechanisms are provided below.

Leaving groups bonded to primary alkyl groups easily undergo
nucleophilic attack via the second-order nucleophilic substitu-
tion (SN2) mechanism. These are mainly halides, sulfonic acids,

Table 4. Most Important Direct Acting Covalent Binding Mechanisms (Nu = Nucleophilic Site of a Protein)
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sulfates, or epoxides, the latter activated by ring strain release in
the transition state. Leaving groups located at secondary posi-
tions in a ring structure can also be effective; good examples
include the alkane sultones. As a consequence of the SN2
mechanism, inversion takes place at the reactive site. In general,
SN2 electrophiles span a wide range of the hard-soft spectrum.

In contrast to the SN2 mechanism, the nucleophile does not
participate in the initiating step of the first-order nucleophilic
substitution (SN1) mechanism. Here, an intermediate planar
carbenium ion, which is independent from the original nature of
the leaving group, is the highly reactive species attacked by the
nucleophile.47 Leaving groups at secondary or tertiary alkyl
groups are likely to act via the SN1 mechanism, where the
carbenium ion is stabilized, as in allylic and benzylic halides.

Acylating agents form a reactive tetrahedral intermediate with
the nucleophile and finally the ionic leaving group is released.
This reaction only takes place if the corresponding acid of the
leaving group is sufficiently acidic; therefore, simple alkyl esters
are not acylating electrophiles. Phenyl esters, particularly when
they have electronegative ring substituents, react as acylating
electrophiles, as do carboxylic anhydrides and acyl halides.

Schiff-base formers are aliphatic aldehydes, a small number of
aromatic aldehydes, and ketones in the neighborhood of electron-
withdrawing groups. The reaction site can be seen as hard; this prefers
to interact with harder nucleophiles (e.g., the lysine of a protein). The
reaction mechanism is nucleophilic addition forming a hemiaminal,
followed by imine generation. Cyanates, isothiocyanates, and all thio
analogous compounds are able to react in a very similar way.

Polarized R,β-unsaturated compounds can react via Michael-
type nucleophilic addition with soft and basic electrophiles. This
type of addition is usually considered a base-catalyzed two-step
process.47 After formation of the reactive ionic nucleophilic residue,
the electrophilic β-carbon atom is attacked, leading to a nomin-
ally carbanionic species; it is only “enolic” when the activating
group is-CHO or-COR. Proton abstraction from a protonated
base is the final step. The lower is the electron density at the
β-carbon, the greater is the likelihood of undergoing nucleophilic
attack, especially by soft thiol groups. In addition, hard nucleo-
philic methoxide ions are reported to be highly reactive toward
Michael acceptor compounds also due to their high basicity.41

SNAr electrophiles require two (or more) activating groups in
the position ortho- or para- to the leaving group, due to convenient
stabilization of the transition state, and thus can be easily
identified. Reactivity is dependent on the ability of the activating
groups, by a combination of inductive and mesomeric effects, to
stabilize the intermediate anion after attack of the nucleophile,
and on the ability of the leaving groups to stabilize this
intermediate by an inductive effect. These effects can be modeled
by the sum of the σ- of the activating groups and σ* of the
leaving group, respectively;48 these Hammett-Taft coefficients
σ- and σ* are quantitative indices for inductive and mesomeric
substituent effects and will be explained in section 4.3.

Many electrophiles contain more than one reactive group,
which makes application of general rules regarding their mechan-
ism of reactivity very difficult. For example, R,β-unsaturated
aldehydes might potentially react via the Michael acceptor or
Schiff base reaction, and either mechanism can predominate.
Sometimes the most reactive mechanism may be obvious from
inspection of the structure (in case ofR,β-unsaturated aldehydes,
the mechanism is dependent on the substituents at the β-carbon);
in other cases, experiments with model nucleophiles and inves-
tigation of the products are required to make the decision.41 This
lack of high selectivity for protein adducts may give rise to multiple
and seemingly conflicting results (i.e., a particular compound
being both mutagen and sensitizing agent) observed with some
electrophiles.

A number of direct acting covalentmechanisms are involved in
genotoxicity including those also known to be involved in protein
binding mediated toxicity. In contrast to the soft thiol electro-
phile that is predominantly involved in protein binding mechan-
isms, genotoxicity involves reactions with the harder nitrogen
electrophiles contained within the DNA (or RNA) molecule. An
additional complicating factor lies in the wide range of metabolic
conversions that can result in non-electrophile compounds being
converted into electrophiles. Such mechanisms are out of the
scope of this Review (several literature sources cover these
mechanisms49-52), which will focus on direct, non-metabolically
activated mechanisms.

A recent compilation of genotoxic structural alerts, a set of
structural features related to a molecular initiating event (see
section 4.2), can be used to highlight the significant overlap in the
mechanistic domains between the covalent reactions involving a
soft thiol electrophile and those with a harder nitrogen
electrophile.52-55 An analysis of this compilation shows that
these direct acting DNA alerts can be assigned to four of the six
mechanistic domains suggested for protein binding.41 The four
domains are Michael addition, SN2, Schiff base formation, and
acylation (example alerts and associated domains are given in
Table 5). In contrast, no alerts for direct acting DNA binding
were suggested for the SNAr domain.

The lack of alerts within the SNAr domain can be explained by
the fact that the electron-withdrawing activating groups (that are
required to stabilize the intermediate in the SNAr reaction) are
frequently metabolized in the liver, thus resulting in alternate
genotoxic mechanisms. For example, 2,4-dinitrochlorobenzene
(DNCB) has been previously assigned to the SNAr domain for
protein binding in skin sensitization studies.56 However, it is
unlikely to exhibit its genotoxicity via the same mechanism as the
nitro groups are readily metabolized into the significantly more
reactive nitrenium ions, resulting in covalent bond formation via
an SN1mechanism.57 In keeping with the protein binding studies
for skin sensitization, mutagenicity studies without the presence

Table 5. Some Examples of Direct Acting DNA Alerts and
Their Associated Mechanistic Domains
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of the metabolizing S9 fraction have shown DNCB to be
mutagenic,58,59 presumably by an SNAr mechanism. Given this,
compounds with electron-withdrawing activating groups capable
of undergoing SNAr reactions are likely to be genotoxic.

The above analysis has demonstrated that the six mechanistic
domains that have been suggested to be responsible for protein
binding-mediated toxicity are also important for direct acting
genotoxicity. It is clear that if a compound falls into one of these
domains then it should potentially be considered as genotoxic.
However, it is important to realize that the mechanistic applic-
ability domains are not always consistent between protein
binding and DNA binding. For example, simple R,β-unsaturated
aldehydes are considered capable of both protein and DNA
binding.41,52 In principle, Michael acceptors that are genotoxic
can act directly.60,61 However, there is evidence that some
polarized alkenes are metabolically activated by conversion to
their epoxides, which are hard electrophiles and react with the
DNA.62-64 In those cases, the epoxide reaction products are
probably more thermodynamically stable than the direct Michael
addition products. (Note that epoxides are skin sensitizers and
thiol reactive, as well.) Closer inspection of themechanistic appli-
cability domains reveals that cinnamic aldehydes are only capable
of protein binding and do not bind to DNA.65,66 This example of
the difference in the mechanistic applicability domains highlights
the need to consider all the available data for a given reactive
toxicological end point and that one needs to be cautious when
extrapolating mechanistic chemistry from protein to DNA binding.

2.3. RelatingElectrophilicChemistry toToxicological EndPoints

The ultimate purpose of collecting and applying information
regarding electrophilic reactivity is to assist in the prediction of
toxicity from chemical structure or data from in chemico assays.
As an illustration, recently there have been improvements in our
understanding of the reactions involved between xenobiotics and
proteins that result in immunogenicity and allergic contact derma-
titis (skin sensitization)26,56 as well as for the covalent reaction
with fish gill membranes,67 which will promote acute toxicity
above narcosis. Many of these mechanisms of action are electro-
philic in nature. There are many further examples of electrophilic
toxicity, for example, respiratory sensitization, liver toxicity, skin
irritation, etc.68,69 Some examples for the relationship between
toxicology and electrophilic reactivity are shown in Table 6.

The clustering of compounds into groups that are toxicologically
relevant is based on the hypothesis that their properties, including
electrophilic reactivity, are related to toxic effects and potency (see
section 4.1). As noted by Borgert et al.,14 this grouping of
compounds typically presumes a common “toxic mechanism” or
sequence of events leading from the absorption of an effective dose
of a compound to the production of a specific biological response
in the target organ. In the same way, the absence of a common
mechanism of action also indicates that compounds are not likely
to be members of the same toxicological group.

The recent success of the OECD QSAR Toolbox46 in grouping
compounds for assessment based on their intrinsic chemical
reactivity, especially electrophilic reactivity, has spurred the quest
to understand the molecular structure limitations for specific
chemical reactions.70 A compound may undergo an assort-
ment of reactions with biological macromolecules. Schultz et
al. described the decisive, and typically the first, reaction as the
molecular initiating event (MIE).5 As an example, for skin sensitiza-
tion, the reaction of the xenobiotic with the protein rendering

immunogenicity is the MIE. This can lead to the formation of
toxicologically meaningful groups based on reaction mechanisms.

The MIEs typically trigger changes in normal chemical and bio-
chemical processes, which in turn lead to a progression of biological
effects, someofwhich are critical. These effects canbe defined in terms
of their scientific significance to the pathway leading to an adverse
outcome, such as mortality, that is of regulatory significance. When
these critical effects are associated with the various levels of biological
organization (cell, tissue, organ, etc.), an in vivo hazard end point can
be traced back to one or more MIEs, hence the term pathway and,
more specifically, adverse outcome pathway (see section 2). By
focusing on a series of topics such as chemical reactivity, molecular
sites of action, the MIE, the affected biochemical pathways, and the
cellular- tissue- andorgan-level responses, anoutcomepathway leading
to a specific in vivo outcome can be devised. Compounds that follow
that pathway and elicit the same key responses along the pathway are
likely to be in the same toxicological group.

Schultz has described a number of adverse outcome pathways for
toxicological end points.20 These include those for skin sensitization
and respiratory irritation in acute fish mortality; in both of these
examples of pathways, the seminal event is the electrophilic
reactivity with cellular proteins. For that reason, to predict these
and similar toxicities, measured or estimated electrophilic reactivity
is vital. The structural domain of compounds associated with the
MIE for these pathways can be defined in terms of their chemistry.

3. MEASURING CHEMICAL REACTIVITY

A systematic data compilation for intrinsic electrophilic reactivity
would be of great use to allow for better development of categories
and prediction of toxicity. In particular, there is a need to determine
experimental reactivity for some or all of the following reasons:

(a) To determine if a compound is electrophilic in nature.
(b) To determine whether a compound is able to react

covalently with a biologically important nucleophile and
identify that nucleophile.

(c) To determine where a compound fits on the spectrum of
hard to soft electrophiles.

(d) To assist in the definition of the structural boundaries
associated with a mechanism of action.

(e) To determine relative potency of an electrophile.
For these five reasons, the measurement of the reactivity (e.g.,

in terms of reaction kinetics) of the compound with a reference
nucleophile is required. The information derived from the
reactivity measurements can also be used as a surrogate for
toxicity testing itself; a compound that is reactive in the test tube
may also have the capability of reactivity in vivo. A number of
model nucleophiles have been utilized to investigate reactivity;
some of the issues with using the data are described below.6

3.1. Scales of Reaction Kinetics
The extent and speed of reactivity of an electrophile and a

particular nucleophile can be quantified in terms of the rate
constant k (or log k). Rather than using absolute rate constants,
relative rate constants krel (or log krel) can be used to compare the
reactivity of a set of electrophilic compounds. Many assays use an
excess amount of either the electrophile or the nucleophile, so
pseudo-first-order kinetics are derived without significant excess
compound depletion. Calculation of second-order rate constants
can be derived according to Frost and Pearson.71

The pseudo-first-order rate constant k1,pseudo (stated in units of
min-1 in the database associated with this review) is quantified in
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terms of the linear regression slope (ln cDP - ln c0DP) versus the
reaction time t. cDP(t) and c

0
DP are the time-dependent concentration

and initial concentration of the compound degraded.72 The com-
pound degraded is the nucleophile, if the electrophile is given in an
excess amount and vice versa. A pseudo-first-order rate constant can
be converted into a second-order rate constant k2 (M

-1 min-1) by
dividing it by the initial concentration c0EX of the compound in excess:

k2 ¼ k1, pseudo
c0EX

ð5Þ

If the depletion of the compound in excess cannot be neglected,
the linear regression slope k0 of (ln cDP - ln cEX) versus t can be
used to calculate second-order rate constants:73

k2 ¼ k0

ðc0DP - c0EXÞ
ð6Þ

Sometimes degradation half-lives t1/2 of nucleophiles are given
in the literature. Following pseudo-first-order kinetics, half-lives
are related to rate constants as follows:

t1=2 ¼ ln 2
k1, pseudo

ð7Þ

According to second-order kinetics, this expression would be:

t1=2 ¼ 1
k2 � ðc0EX - c0DPÞ

� ln 2-
c0DP
c0EX

 !
ð8Þ

TheRC50 value is the concentration of electrophile, which gives a
defined half-life t1/2 for the nucleophile.

72 In other words, the time is
fixed, and the concentration is changed so that one-half the reaction
is complete at the fixed time. By definition, the electrophile
concentration has to be constant (or in a large excess) throughout
the reaction. Following the pseudo-first-order reaction equation, the
RC50 value is inversely related to k2, but independent of the initial
nucleophile concentration:

k2 ¼ ln 2
t1=2 � RC50

ð9Þ

In the case of second-order kinetics, the following equation is
recommended instead:73

k2 ¼ 1
t1=2 � ðRC50 - c0NuÞ

� ln 2-
c0Nu
RC50

 !
ð10Þ

Here, c0Nu is the initial concentration of the nucleophile. One
should keep in mind that measured RC50 values should not
exceed water solubility (or solubility in the particular reaction
medium); otherwise, they will need to be extrapolated from data
measured below the solubility level.

Another method to quantify reactivity is to use percent depletion
(%DP) of a degraded compound after a fixed time t. If an excess
initial electrophile concentration c0EX is used and the depletion of a
nucleophile measured, the following expression can be used:72

k2 ¼
ln

100
100-%DP

� �
t � c0EX

ð11Þ

One significant disadvantage of this method is when the
depletion rate is close to 0% or 100%. At these times, small errors

in the depletion value lead to large errors in k. It is less accurate
than a kinetics experiment because only two data points are used.

3.2. Model Nucleophiles
The choice of the reference nucleophile depends on the

expected mechanism and the site of action. In order of increasing
hardness, the nucleophilic sites in biomolecules are as follows (as
shown in Table 1):10 first, thiol groups of cysteinyl residues and
glutathione; second, sulfur atoms of methionyl residues; third,
primary amino groups (arginine, lysine) and secondary amino
groups (histidine); then there are amino groups of purine bases
in RNA and DNA, followed by oxygen atoms of purines and
pyrimidines; and finally, phosphate oxygen (PdO) of RNA and
DNA are the hardest nucleophiles in biological systems. An
overview of reference and model nucleophiles and their main
properties is given in Table 7.

Soft electrophilic interactions, involving the thiol group-SH,
can be modeled by small molecules, such as mercaptopropionate74

or propanethiolate,75 and peptides such as GSH, cysteine,
acetylcysteine, or peptides with a cysteine residue.76 The tripep-
tide glutathione (GSH, L-γ-glutamyl-L-cysteinyl-glycine) is one
of the most widely used nucleophilic reference molecules in
reactivity assays. It is the most prevalent cellular thiol and the
most abundant low molecular weight peptide in cells.77 GSH
protects cells by detoxifying electrophilic compounds and acts as
an antioxidant. The concentration of GSH is depleted during the
attack by electrophilic compounds, commonly by alkylation. A
high GSH depletion rate makes other endogenous thiol groups
susceptible to attack, especially soft cysteine -SH moieties. In
particular, thiol groups in Ca2þ translocases might be affected,
resulting in disruption in Ca2þ homeostasis and of the cytoske-
leton, and loss of plasma membrane integrity.78 Therefore, if the
GSH concentration falls below a critical level in a cell, this can
cause accumulation of cellular damage.79

Biochemical functions and pathways of glutathione in the reduced
form GSH, and as the disulfide GSSG, are reviewed in the
literature.80-86 The general reactivity ofGSH to different compound
classes was reviewed by Douglas.87 GSH is odorless and non-
hazardous to work with, unlike simple thiols. It is worth mentioning
that GSH has some restrictions connected with its limited solubility
in organic solvents. Straight GSH depletion is modeled by a pure
chemical reactivity assay. GSH is reactive toward soft electrophiles,
for example, polarized R,β-unsaturated compounds, which act
predominantly asMichael-type acceptors. Schiff-base formers react
poorly with GSH and only in the absence of amino groups.88 In
general, soft molecules, which are readily polarizable and have a
low electronegativity, are easily oxidized.

The utility of applying experimental measurement of reactivity
has been demonstrated by a number of different publications
showing a good qualitative relationship between GSH reactivity
of Michael type acceptors and biological end points, for example,
acute fish toxicity79 or skin sensitization.77 For example, the
different toxicity (effects and potency) of methacrylate, acrylate,
and crotonate can be explained by their different reactivity,
although the structures are very similar: methacrylate is only
partially reactive, while crotonate has moderate reactivity and
acrylate greater reactivity.78

Nucleophiles containing primary amino groups (-NH2),
such as in the amino acids lysine and arginine, can undergo
Schiff base formation or acylation. Reference nucleophiles for
such reactions are aniline89 and butylamine.90,91 The reactivity of
n-butylamine approaches that of lysine, acetyllysine, or peptides
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Table 7. Reference Nucleophiles, Used in Chemical Reactivity Assays, and Their Main Properties
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with a lysine residue.92 Histidine is a further amino acid with a
secondary aromatic amino group (-NH), which should, in
principle, be attacked by electrophiles. However, no significant
correlation has so far been observed between biological end points
and the reactivity of histidine or peptides containing histidine.93 A
possible model nucleophile for histidine is imidazole.91

The -OH group of the phenolic amino acid tyrosine may be
modeled by phenolates or alkylates. For instance, certain 4-sub-
stituted phenols can behave as tyrosine analogues.94 Further-
more, methylates or ethylates are used as model nucleophiles for
nucleophilic substitution of activated aromatics.95,96

Synthetic peptides, mimicking reactive protein sites, such as
Cys-420 of the human coronin 1 C, or containing all key
nucleophiles have been investigated.75,76 The purpose is to simul-
taneously produce a spectrum of reactivity. Synthetic peptides are
capable of explaining interference effects between different amino

acid residues; for example, lysine residues have been shown to
increase reactivity of cysteine residues.97 One alternative might
be to use readily purchasable proteins, such as the widely used
human serum albumin (HSA). The use of an intact protein
(either the target protein or closely related to it), rather than
short peptide strings, has one great advantage: the influence of
the three-dimensional protein environment is better represented
as the surrounding hydrophobic and non-polar side chains could
have an influence on the local pH, which might affect the
ionization and reactivity of the particular nucleophilic site.98

Despite the utility of HSA, the techniques to detect and to
identify adducts are very time-consuming and resource demand-
ing (e.g., MALDI-TOF-MS and nano-ES-MS/MS). Thus, this is
not useful for general screening at the present time.6

The reactivity of compounds that are able of causing DNA
damage has been measured with model nucleic acids, such as 20-

Table 7. Continued
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deoxyguanosine and other deoxyribonucleosides. These nucleic
acids have been used to model carcinogenicity99 and aquatic fish
toxicity.100 Other reference nucleophiles are reported in the
literature, which do not model peptide or DNA binding in
particular, but model reactivity in general, for example, 4-nitro-
benzylpyridine for acute fish toxicity.101

3.3. Chemical Reactivity Assays
There is a requirement to determine information regarding

chemical reactivity from experimental measurement. Such in-
formation will support our capabilities to determine and predict
the relative toxicities of compounds. A very early relationship
between toxicity and reactivity was published by Landsteiner and
Jacobs.89 These workers found a good correlation between the
skin sensitization potential in guinea pigs induced by a series of
20 benzene derivatives with halogen or nitro substituents and
their reaction with aniline as a reference nucleophile. The com-
pounds, dissolved in a mixture of absolute ethanol and aniline,
were heated in a steam bath for 2 h, and the liberation of halogen
was measured. If the compound did not possess labile halogens,
the solution was stirred in the steam bath for 15 h, and the
possible formation of the substitution compounds was inspected.
If a chemical reaction was observed under these conditions, the
compound acted as a sensitizer in every case, otherwise not. The
authors measured the velocity of decomposition of the same
compounds with methylate and ethylate as well, with a good
qualitative correlation (95%) between high velocity constants
and observed sensitization potential in the animal tests.

Since the 1930s, the ability to measure the extent and rate of
reaction quantitatively has, of course, become much sophisti-
cated. Qualitative reactivity data can be obtained by the applica-
tion of mass spectrometry (MS) and nuclear magnetic resonance
(NMR) techniques. Using these sensitive and accurate methods,
it can be observed whether any product formation takes place or
not. Furthermore, they shed light on the possible mechanism of
covalent adduct formation. Typical MS yields specific mass frag-
ments of ionized products that can be identified. NMR measures
chemical shifts of nuclei (1H, 13C, 15N, 19F, or 31P), which depend
on their electronic environment and will be different for products
and reactants. Chromatographic methods, such as HPLC-UV,
help to separate and to identify compounds in a quantitative
manner: the concentration in a solution can be related to the
absorbance of conjugated organic compounds (by UV-
vis detection) or the fluorescence intensity (by fluorometric
spectroscopy) at a specific wavelength.

It should be kept in mind that reactivity measures do not
necessarily reflect the specific chemical mechanism. Often it is
not clear which aspect of the reaction might be relevant for
potency: the selectivity (e.g., toward a special amino acid target),
the reaction rate, or the stability of the conjugates (e.g., of a
hapten-protein conjugate). Nevertheless, reactivity assays have
proven their reliability in predicting appropriate toxicity over the
past decades, even in a quantitative manner. As long as the
biological target site is unknown, reaction rates should only be
compared in the context of the same mechanistic domain of
potential adduct formation, for example, Michael addition reac-
tions, measured by glutathione depletion. This also holds for
other mechanisms (such as nucleophilic substitution, aromatic
nucleophilic substitution, Schiff base formation, or acylation for
skin sensitization102), involving other reference nucleophiles.
Increasing mechanistic understanding may help further refine
in chemico reactivity assays as well as aid the interpretation of the

reactivity data. When a specific biomolecular target site, leading
to toxic effects, is identified, conclusions can be drawn directly
from reactivity toward a reference nucleophile modeling the
biological target, regardless of information about the chemical
reaction mechanism.

Most of the known kinetic assays make several assump-
tions:79 the endogenous electrophile concentration remains
constant (steady state kinetics) and is equal to the concentra-
tion in the reaction medium. For example, aqueous solutions
can be used, if the considered reactions take place in the
cytosol. The assumption of constant concentration might not
hold for liver, kidney, or other tissues with a high clearance
rate. However, relative reactivity should not be significantly
affected by the reaction medium, if the transition state is
similar. The assumption is that the response is instantaneous
with a first-order endogenous consumption. Finally, a crucial
point is that the reaction should be dominated by chemical
reactivity, not enzymatic conjugation and biotransformation,
such as glutathione transferase. Abiotic activation for pre-
electrophiles can occur within the reaction medium, for
example, by oxidation in air. Metabolic activation for pro-
electrophiles needs separate consideration and is best mod-
eled by special enzymatic or disparate in vitro assays.6

Cysteine and cysteine derivatives have often been reported in
the literature for the prediction of peptide reactivity. Friedman et
al. compared the reactivities of cysteinic thiol groups, measured by
microamperometric titration with silver nitrate, and amino groups
in a peptide, measured by manometric amino nitrogen deter-
mination.74 The thiol moieties are usually more than 3 orders of
magnitude more reactive as compared to the particular amino
groups. The reactivities of both groups are approximately similar
only if the thiol moieties are situated at tertiary carbon atoms (e.g.,
penicillamine). Hence, it is justifiable to put peptide reactivity on
the same level with thiol reactivity. Presumably the transition state
at the sulfur atom is energetically favored over the amino group,
because it has empty 3d-orbitals. These orbitals may stabilize high-
energy electrons of the polarized electrophilic site during transition
state formation with the sulfur anion. The transition state with the
amino groupwould lead to an awkward charge separation between
the negative polarized electrophile and the positive polarized
amino group. Among other end points, cysteine reactivity has
been used to model cytotoxicity94 and acute fish toxicity.103

The majority of kinetic peptide assays use glutathione as a
reference nucleophile. Very early GSH and cysteine kinetic
assays were reported by Dickens for halogenacetic acids, Saun-
ders for nitrobenzenes and benzyl halogenides, and Goddard et
al. for iodoethyl alcohol.104-106 In these early studies, adduct
formation under physiological conditions was observed by ele-
mental analysis of reactants and products. Most GSH assays deal
with Michael addition; however, other mechanisms (SN2, SNAr,
nucleophilic addition) have also been examined.107-109

For an in chemico assay, an excess amount of the test com-
pound and GSH is usually dissolved in an aqueous phosphate
buffer solution. After a determined reaction time, the concentra-
tion of free thiol groups is measured. Free thiol groups are usually
quantified by UV/vis spectroscopy at 412 nm absorption after
reaction with the chromophore 5,50-dithiobis-(2-nitrobenzoic
acid) (DTNB), also known as Ellman reagent.110,111 Because
some GSH might exist in the oxidized form GSSG with a
disulfide bridge, GSH and GSSG can be separated by reverse
phase HPLC columns and detected, as shown by Farris and
Reed.112 Alternatively, GSSG can be transformed selectively to
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GSH using a mixture of the enzyme glutathione reductase and
TPNH, triphosphopyridine nucleotide, as described by Tietze.113

In 1975, Esterbauer et al. examined the equilibrium between
adduct formation of conjugated carbonyls with GSH and the
reverse reaction.114 From this, a mechanistic understanding was
provided, which was of particular use for the subsequent research
in this field. The rate constants varied by 5 orders of magnitude,
depending on the compound class (in the sequence aldehyde >
ketone > ester > amide > carboxylate). An additional with-
drawing group on the β-carbon led to an increased polarization
and eventually to increased reactivity. In turn, reactivity falls by a
factor of 104 after occupation of the β-carbon by alkyl groups: for
example, k(acrolein) = 7.26 � 103 M-1 min-1, but k(citral) =
2.00 M-1 min-1.

Tanii and Hashimoto, as well as McCarthy et al., measured the
glutathione reactivity of acrylates and methacrylates under
physiological conditions (37 �C; aqueous phosphate buffer
solution).99,115 Acrylates and methacrylates are high volume
compounds used in industry and medicine to manufacture
polymers. One primary outcome was that methylacrylates are
more than 1 order of magnitude less reactive (methyl methacry-
late, k = 0.325 M-1 min-1; ethyl acrylate, k = 0.139 M-1 min-1)
than their analogs without R-methyl substitution (methyl acry-
late, k = 52.0 M-1 min-1; ethyl acrylate, k = 26.6 M-1 min-1;
butyl acrylate, 38.7 M-1 min-1) and no reaction with butyl
methacrylate was observed. R-Methyl substitution of R,
β-unsaturated compounds decreases reactivity toward nucleo-
philes significantly. The same outcome was observed in subse-
quent research (e.g., refs 73,88,116,117). As noted in section 3.2,
the variation in reactivity (and related toxicity) is probably due
to a combination of steric and electronic effects because the
R-substituent is an electron-donating group, which increases
electron density on the (less electrophilic) β-atom. Note that
ethylacrylate and methylmethacrylate possess similar frontier
orbital energies and similar hydrophobicity.88

GSH has been used to determine the reactivity of agrochem-
icals. Clarke et al. examined second-order rate constants and half-
life time constants for a broad range of compound classes,
including pesticides.118 Reactivities were studied both without
an enzyme mix and with rat liver enzyme glutathione transferase119

(GST). Reactivity was determined using an HPLC-based assay
system with maximum reaction times of up to 16 h; different
agrochemicals were measured at different pH values (7, 9, 10.5),
and the temperatures ranged from 22 to 40 �C. This method
provides a measure of the intrinsic reactivity of the agrochemicals
as well as a rapid comparison of metabolically activated reactivity.
GST facilitates dissociation of GSH at physiological pH values
and plays a role in the detoxification of hard electrophiles.10 The
authors indicated that highly activating rat liver GST might
overestimate the potential of a compound to react as an
herbicide, fungicide, or insecticide. As the subject of this Review
is intrinsic reactivity, this issue will not be considered in further
detail at this point. There are several other GSH assays using
enzymatic GST to model metabolic activation or detoxification
(e.g., refs 27,120-122). Other enzymatic GSH assays use
glutathione S-aryltransferase and S-epoxidetransferase.123

One attempt to measure the reactivity of a compound under
standardized conditions within, and across different, compound
classes has been introduced by Schultz et al.88 Theymeasured the
50% effect concentrations (RC50) with a relatively rapid and
inexpensive UV-photometric-based assay. Again, the RC50 value
is the concentration of electrophile, which gives a defined half-life

t1/2 for the nucleophile. After 120 min incubation time at 25 �C
and pH 7.4, DTNB is added to the vials, as described above,
which then reacts with unconsumed GSH. Therefore, the free
GSH concentration can bemeasured by absorption at 412 nm (as
compared to a control with GSH and a blank without GSH).
Different electrophile concentrations were applied to calculate
static RC50 effect levels. Effect levels, unable to be measured
within the restrictions of this 2 h assay, were extrapolated.

There are a number of further applications of the Schultz
assay. The structural domain for Michael-type acceptors and SN2
haloaliphatics has been defined using results obtained from
it.124,125 RC50 values have been used tomodel skin sensitization77

and aquatic toxicity78 in terms of IGC50 values for Tetrahymena
pyriformis. Utilizing the Schultz assay, enhanced reactivity of
ethynylene containing R,β-unsaturated compounds was ob-
served as compared to vinylene containing compounds. This
can be explained as follows: the triple bond is intrinsically more
electron-deficient and is, formally, formed of a strong σ-bond (ca.
250 kJ) and two weak π-bonds (ca. 135 kJ each). The double
bond is formed of a strong σ-bond (ca. 250 kJ) and one weak
π-bond (ca. 168 kJ).88 Thus, the CtC intermediate is more
stable, explaining the higher reactivity toward GSH. Next, the
reactivity of terminal CdC bonds is greater than of those
compounds where the CdC bond is located in the interior of
the molecule. This can be explained by reduced steric hindrance.
It should be remembered that the critical cysteinyl moiety is in
the middle of the tripeptide GSH, so its accessibility is hindered.
In general, R,β-unsaturated aldehydes are more reactive than
R,β-unsaturated ketones, due to better stabilization of the
intermediate. Interestingly, R,β-unsaturated esters with a vinyl
group on the alcohol side of the ester possess an increased reacti-
vity when compared to the esters without additional unsaturated
moieties.

B€ohme et al. recently discussed the advantages and disadvan-
tages of the Schultz assay, in comparison with a kinetic GSH
chemoassay, which also accounts for oxidative GSSG formation.73

They were able to reproduce RC50 values with an interlaboratory
accuracy of approximately 0.3 log units. However, the static RC50

assay appears to be limited by the water solubility and a lack of
sensitivity for highly reactive compounds. The water solubility
limits the maximum amount offered for reaction. Thus, com-
pounds with similar kinetic rate constants, but different water
solubilities, would have different RC50 values. The minimum
concentration required to degrade 50% of GSH is 0.07 mM,
which is equal to 50% of the initial GSH concentration. This limit
is reached by several highly reactive compounds. As a result,
those compounds with similar RC50 values might have differing
kinetic rate constants, up to a factor of 10.

As indicated above, n-butylamine is used as a surrogate for
hard nucleophiles such as lysine or peptides based on lysine. In
this context, the relative reactivities of n-butylamine and lysine
are likely to be similar. The acid-base equilibrium of the amine is
usually established rapidly, and the nucleophilic addition to the
electrophile is rate-limiting. Just as in the case of low pH values or
low amine concentrations, the subsequent proton transfer reac-
tion might become the rate-limiting step.126 Despite the possible
drawbacks of this method, a good correlation (r2 = 0.74) was
observed between hepatocyte cytotoxicity for 11 R,β-unsatu-
rated compounds and amine reactivity, as compared to that with
GSH thiol reactivity (r2 = 0.21).127 Nevertheless, absolute rate
constants for thiol reactivity are usually 10-100 times higher
than rate constants for amine reactivity. Free primary amine
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groups were quantified by reaction with fluorescamine and
detection of the highly fluorescent product (390 nm excitation,
475 nm emission).

In the past decade, synthetic peptides have been introduced
to investigate protein reactivity. Ahlfors et al. used a model
peptide containing all nucleophilic amino acid residues.128

After reaction with a series of potential allergens under physio-
logical conditions, the different adducts were investigated with
mass spectrometry and NMR. As expected, no lysine adducts
were found for R,β-unsaturated compounds; only adducts at
cysteine residues could be observed. Other examinations of
adduct formation with synthetic peptides, revealed by MS or
NMR techniques, have been reported in the literature (e.g., refs
75,76,129,130).

The Procter & Gamble Co. has introduced a combined glu-
tathione and pentapeptide depletion assay, which will be called
the Gerberick assay in this Review. Gerberick et al.93 suggested
not using one peptide assay alone, but a battery of assays, to
achieve a holistic assessment of reactivity, which could then be
related to different toxicological end points. Gerberick utilized
four different depletion assays for the prediction of skin sensitiza-
tion potency: with GSH, and with cysteine, lysine, or histidine
containing synthetic heptapeptides. Both soft and hard interac-
tions are captured by this approach, and it is a good compromise
between accuracy, time, and effort. It should be noted that the
Gerberick assay does not consider the underlying mechanistic
domain of the compounds tested. The assay was first published in
2004 with results for 38 compounds and updated in 2007 with
reactivity for 82 compounds of different skin sensitization
potencies.116 Gerberick’s GSH depletion assay is a fast screening
(15 min) method carried out at 25 �C and pH 7.4 with a high
excess of the electrophile (1:100). The depletion time of the
peptide assays is 24 h, the electrophile excess is much lower for
the peptide assays (1:10 to 1:50), and for the lysine containing
peptide a higher pH value of 10.2 was used. The assay is able to
distinguish between strong or moderate contact allergens and
weak contact allergens or nonsensitizers. The reported concor-
dance is 89% for 82 compounds.116

Natsch et al. modified the Gerberick assay slightly and added
some other peptides with a different molecular environment for
the cysteine residue.76 Natsch et al. worked at higher tempera-
tures (30 �C) to avoid precipitation, the electrophile excess is
1:10 in general, and all samples were incubated for 24 h. Thereby,
some of the depletion rates were adjusted from the extremes (0%
or 100% depletion) to more meaningful rates in between.
Gerberick’s cysteine containing heptapeptide turned out to be
far more reactive than acetylcysteine, but less reactive than the
cystine residue of the model peptide for human Coronin 1 C. In
addition, Natsch et al. examined adduct formation with LC-MS.
In the case of some aldehydes (citral and R-methyl cinnamic
aldehyde), peptide depletion did not correspond with adduct
formation. On the other hand, the highly reactive isoeugenol
formed a range of adducts, including dimer and trimer adducts.
Oxidation of some adducts was indicated bymass shifts ofþ16 or
þ32. In general, mass spectrometry allows for further elucidation
of adduct structures and underlying mechanisms, a feature
missing in the original Gerberick assay.

Aleksic et al. extended the standardized approach and used a
panel of six single nucleophile peptides and individually opti-
mized the incubation conditions to favor chemical modification.
Employing LC-MS/MS technique, simultaneously peptide de-
pletion, adduct formation, and peptide dimerization for a cysteine

containing peptide were obtained for 36 compounds of known
skin sensitizing potency.131

Recently, Achilleos et al. passed various allergenic electro-
philes (dissolved in a phosphate buffer solution at 25 �C) flowing
continuously over surface-immobilized cysteine, poly-lysine and
poly-histidine residues.98 Electrophile-peptide binding was mea-
sured by surface plasmon resonance (SPR); more precisely, the
local change of refractive index, indicating binding, is recognized
in real-time by this technique. Binding of electrophiles, as well as
their dissociation after the end of sample injection, was observed.
Even if the standard deviations from this method are relatively
high and the method lacks mechanistic considerations as in the
Gerberick assay, the following outcomes arise: strong allergens
have a high affinity for all three amino acids, moderate allergens
mainly for cysteine, the weak ones mainly for lysine together with
a high dissociation rate, and nonsensitizers showed no bind-
ing at all. In addition, none of the compounds reacted with
glycine.

The potency of many carcinogens correlates with their bind-
ing to the nucleophilic moieties of DNA, as shown by Lutz.132

Covalent DNA binding of xenobiotic molecules might be captured
by in chemico assays, as long as the reaction is independent from
metabolic activation. Other pathways for carcinogenicity might
include intercalating agents, disturbance of the nucleotide pre-
cursor pool by base analogs, strand breaks and radical formation
by ionizing radiation, activation of DNA binding pathways by
enzyme inducers or inhibitors, and finally stimulation of cell
division by growth factor hormones or peroxisome proliferators.
Here, in vivo or in vitro assayswill continue to help understanding of
the mechanisms of carcinogenicity and mutagenicity. McCarthy
et al. did not observe any binding between ethyl acrylate with
deoxyribonucleosides (20-deoxyguanosine, 20-deoxycytidine, 20-
deoxyadenosine, and thymidine).99 An aqueous phosphate buffer
solution was used for these experiments with reaction times of up
to 24 h, two different pH values (6.7 or 7.4) and temperatures (37
or 50 �C), but under no circumstances could any adduct formation
be detected by RP-HPLC. So, even if carcinogenesis is reported
for acrylates, the underlying mechanism is not direct alkylation of
DNA. The authors suggest alkylation of protein thiols as
electrophilic intermediates in tumor promotion. Conversely,
trans,trans-muconaldehyde, which is a metabolite of benzene,
reacted readily with deoxyguanosine and deoxyguanosine-50-
phosphate.133,134 After 16 h incubation time at pH 7.4 and
37 �C, adducts of radiolabeled 14C-nucleotides were detected
by applying HPLC and a downstream scintillation counter.

3.4. Influence of Experimental Factors on Reactivity
Reaction rate constants can be influenced strongly by the

nature of the reactionmedium, particularlywhen the charge distribu-
tion changes between the reactants and the transition state.
However, provided comparisons are restricted to reactions that
undergo similar changes in charge distribution between reactants
and transition state, relative reactivities of different electrophiles
toward a given nucleophile are not significantly affected by the
reaction medium. The significance of relative reactivities (krel, or
at least the qualitative similarity in rank ordering of reactivity) is
that the reactivity of an electrophile can be modeled equally well
by one nucleophile as by another, provided that both are reactive
in the mechanistic domain to which the electrophile belongs and
the nature of the solvent is not critical.

Rate constants, k, are defined at a particular temperature.
However, the Arrhenius equation can be used to correct for
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different experimental temperatures. The Arrhenius equation
assumes that the activation energy EA is independent of tem-
perature T.135

ln kðTÞ ¼ ln A-
EA
RT

ð12Þ

Therefore, the rate constant for a particular temperature can
be seen in a plot of observed ln k versus 1/T. In the equation
(12), A is called the pre-exponential factor, which is also termed
the molecular frequency factor of the reaction.

Clarke et al. examined the temperature dependence of the
reaction of N,N-dipropyl-2-chloroacetamide and 1-chloro-3,4-
dinitrobenzene withGSH.118 According to these authors, a 10 �C
rise in temperature may give a 3-fold increase in reactivity with
GSH, in agreement with the Arrhenius equation.

It is well-known that variation in the reaction medium affects
reactivity, particularly when the charge distribution changes in
transition-state formation. The same compounds, N,N-dipropyl-
2-chloroacetamide and 1-chloro-3,4-dinitrobenzene, were used
to investigate the relationship between rate constants and pH,
using the following equation:118

log kðpHÞ ¼ log kmax - log½1þ 10pKa - pH� ð13Þ
Here, k(pH) is the rate constant expected at a specific pH value,
kmax is the maximum rate constant, and pKa = 9.2 is the
(temperature-dependent) dissociation constant of GSH to the
reactive thiolate anion GS-.

Most reactions of thiols (R-SH) with electrophiles can be
related by a Brønsted-type equation. There is a linear relationship
between log k(RS- attack) versus pKa(RSH); the slope is termed
the Brønsted value βnuc.

87 In aqueous media, βnuc values are
usually between 0.2 and 0.7 for reactive compounds. More
generally, rates increase with pH and reach an asymptotic value,
after the highest pKa value is exceeded.

At a pH value of 7.4 in an aqueous phosphate buffer solution,
more than 90% of GSH exists in the neutral, undissociated form.
The rate-limiting step of adduct formation is assumed to be the
proton transfer reaction by which the adduct-intermediate is
stabilized.114 The intermediate can react with all potent proton
donors present in the medium, which might be water or buffers.
The catalytic effects of different buffers were compared by
Esterbauer et al. for a series of thiols: phosphate buffers turned
out to be the most efficient, as compared to, for example, borate,
ammonium, acetate, or formiate buffers, in agreement with the
Brønsted catalysis law.114

In contrast, rate constants for cysteine are not influenced by
buffers, because a fast intramolecular proton transfer from the
NH3

þ group of the cysteine residue might take place. Here, the
rate-limiting step is probably the addition of CyS-. Therefore,
cysteine reacts approximately 100 times faster than other thiols
with similar pKa values and nucleophilic strength of the mercap-
tide ion in non-ionic systems, where it acts as its own proton
donor.114 Ionic strength did not have a significant effect on rate
constants.74

B€ohme et al. have discussed the fact that change of the
cosolvent (DMSO) concentration in GSH assays could, in
principle, affect the rates of adduct formation. This is because
transition state formation is stabilized by increasing solution
polarity.73 However, they did not observe any significant polar
covalency under the experimental conditions. Apart from this,
the rate of GSSG formation as side reaction increases with

increasing DMSO concentration. The authors suggested the
following route of DMSO-mediated GSSG formation:

GSHþDMSO f GS• þDMS•OH f
GSH

GSSG

þDMSþH2O ð14Þ
Consequently, GSH degradation through electrophilic attack

tends to be overestimated without subsequent corrections. Using
an oxygen-free aqueous phosphate buffer system with a fixed
DMSO concentration (cDMSO = 0.279 mol/L; c0GSH = 1.40 �
10-4 min-1), a pseudo-first-order rate constant kDMSO = 7.41�
10-4 min-1 was reported.

Ambient air oxygen, diluted in solution according to Henry’s
law constant, can also facilitate side-reaction GSSG formation:

GSHþO2 f GS• þHOO• f
GSH

GSSGþH2O2 ð15Þ
Here, the pseudofirst -order rate constant reported was kO2 =
4.36 � 10-4 min-1 using an aqueous phosphate buffer system
without DMSO (c0GSH = 1.40 � 10-4 min-1).73

The determination of electrophilic reactivity is often limited
by solubility of all reactants and products, because many
peptides are soluble in water and insoluble in organic solvents,
whereas many test compounds have low water solubility. In this
context, Roberts and Natsch recently discussed interference
from drowning out effects.136 Therefore, five different scenarios
for accounting for the levels of solubility are possible, of which
the first two are favorable, and the latter three need mathema-
tical corrections for the particular reaction competing the lack
of solubility:

(1) All compounds are fully soluble in the reaction medium.
(2) The test compound is present at a nominal concentration

higher than solubility, but remains supersaturated for the
duration of the experiment.

(3) The test compound is dissolved only partly, and only the
material in solution reacts. However, as it is consumed,
more dissolves. In this case, the rate of dissolution is lower
than the rate of reaction.

(4) The test compoundmay remain supersaturated for part of
the experiment and then come out of solution.

(5) Compounds come out of solution throughout the whole
reaction.

If the test compound coming out of solution (with the initial
concentration c0, the time t-dependent concentration c(t) and its
solubility cs) is treated as a first-order process with the rate of
separation ks, the following equation can be written:

-
dc
dt

¼ ksðcðtÞ- csÞ ð16Þ

which can be integrated and solved for c(t) by the following
equation:

cðtÞ ¼ cs þ ðc0 - csÞ expð- kstÞ ð17Þ
Calculating the rate of reference nucleophile depletion, the

electrophile concentration needs to be corrected by eq 16 to
account for precipitation.

3.5. Reactivity Database
Existing chemical reactivity assays from the literature are sum-

marized in Table 8, including details of the reference nucleophiles
and the number of electrophiles. For this review, a database of
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various reactivity data for numerous electrophiles forming pep-
tide and DNA adducts, or reference nucleophiles for the evalua-
tion of protein binding mechanisms, has been compiled from
a full range of in chemico assays. The database contains both
qualitative and quantitative reactivity data, experimental conditions,
kinetic rate constants, and qualitative information about adducts
formed. The associated values (e.g., kinetic rate constants) are listed
in the Supporting Information. The compound class is listed and
refers towhatmay be thought of as themost reactive biomolecular
site of adduct formation. These classes are relevant for profiling
compounds according to mechanistic categories of protein bind-
ing and DNA binding. This is similar to what may be achieved by
the OECD QSAR Toolbox.46

More specifically, the database contains chemical reactivity
data for 868 electrophiles (comprising 52 compound classes and
57 different mechanisms of action for protein and DNA binding)
and their reactions with 108 reference nucleophiles. In total,
3089 quantitative and qualitative data arising from 100 different
assays are presented here for the first time as a compilation.

4. SAR AND QSAR MODELS

The use of computational “in silico” techniques to predict
toxicity varies in sophistication from the relatively simplistic
approach of forming chemical groupings (category formation)
to the more complex development of SARs (qualitative identi-
fication of chemical (sub)structures with the potential of being
reactive or toxic) and QSARs (quantitative prediction of relative
reactivity or toxicity).137 There is a rich diversity of in silico
techniques; however, it is generally acknowledged that a me-
chanistic basis to developing models allows for easier interpreta-
tion and provides greater confidence to the user.138 The
prediction of the toxicity of reactive compounds (those that
bind covalently to biological macromolecules) requires the use of
chemical descriptors that encapsulate how covalently reactive a
given compound is. However, currently there is a lack of both
toxicological and chemical reactivity data to allow for prediction
of toxicity from reactivity data across manifold mechanisms of
action in a broader sense.26 Because of this issue, twomain classes
of reactivity descriptors have been used in the predictive toxicol-
ogy literature: those derived from experimental data and those
derived from topological or quantum chemical calculations. The
aim of this section is to provide details on some of the
(quantitative) structure-activity relationship ((Q)SAR) models
that have been published in the literature to predict reactivity in
the context of toxicology. This section is not intended to be a
comprehensive review (as a review of available (Q)SAR models
is not the main focus of this Review), rather that the intention
was to provide illustrative examples of how reactivity may be
predicted for several important toxicological end points.

4.1. Structure-Activity Relationships (SAR): Direct Toxicity
Prediction and Category Formation

The simplest structure-activity relationship method for the
prediction of chemical reactivity is via the use of expert knowl-
edge. This knowledge arises from a detailed understanding of the
mechanisms of action for a given end point and allows computa-
tional rule bases consisting of so-called structural alerts to be
developed.41,124,139 The structural alerts within these rule bases
represent fragments within molecules that are associated with
covalent bond formation and thus potentially toxicity. An example
for structural alerts is shown in Table 5, regarding a selection
of direct binding DNA alerts. Such knowledge is captured in

so-called expert systems, such as DEREK Nexus,140 the OECD
QSAR Toolbox,46 ChemProp,141 Oncologic,142 and TIMES-
SS,143 among others.

Recently, there has been a growth of interest in forming
groups of compounds (called categories) with common structur-
al features presumed to be associated with a commonmechanism
of action.144 Such groupings can be achieved by consideration of
close structural analogs or can be formed using knowledge of the
chemistry underpinning the mechanistic basis. The question of
when is a compound in the same mechanistic domain is closely
connected with the question of chemical similarity, which is
reviewed elsewhere.145 However, structural alerts can facilitate
the identification of similar analogs for use in a read-across
evaluation (for the prediction of toxicity). If a robust grouping
or category can be formed, interpolation of effects can take place,
a process called “read-across”.146 This can be qualitative or
quantitative in nature, either in chemico or in silico. Once one
leaves the “safety” of a closely related series of structural analogs
to form a chemical grouping, a much greater emphasis is placed
on developing the mechanistic basis to the category. Developing
mechanistically based categories can, in some cases, allow for the
formation of larger and more distinct categories; that is, the
mechanistic basis can account for a greater structural diversity
and hence increase applicability. The approach to forming these
categories is based around determining and defining the reaction
chemistry associated with the end point of interest. The grouping
of compounds or category formed may vary according to end
point, for example, respiratory versus skin sensitization. Reactiv-
ity with different electrophiles may assist in the assignment of a
compound to the correct category.4 Thus, an appreciation of the
spectrum of reactivity discussed in section 2.2 is vital to be able to
define categories for different toxicities. Examples of software
that assist in the process of grouping compounds together include
the OECD QSAR Toolbox, LeadScope, ToxMatch, and AMBIT
Discovery, among others.147

The chemistry associated with forming a chemical grouping is
usually associated with chemical fragments, often compiled into
“profilers”.146,148 Related to this, SARs tend to link a particular
(sub)structural fragment to a biological effect (usually a toxicity).
These fragments are more appropriate when they are related
directly to a mechanism of action and not assigned through
correlation. In addition, QSARs tend to be more significant if
they are developed on a single mechanism of action.149 Other
approaches to capture the chemistry associated with mechanisms
of action have included the use of SMARTS strings.139 SMARTS
strings encode the relevant structural features of a molecule in a
two-dimensional representation, which have been related to
mechanisms of action. Thereafter, a data set can be searched
for specific strings, which are associated with a particular
mechanism. However, it can be difficult to assign a compound
to a single mechanism if more than one string is present.
Therefore, the authors suggest adding some weight of evidence
to the results.139

There are a number of other computational expert systems for
toxicity prediction that to a greater or lesser extent include reactivity
information explicitly or implicitly. Such systems include, to
name a few examples, M-CASE, TOPKAT, and ToxBoxes.150-152

These have in common that molecular structures are entered into
the program, and the likelihood of potential chemical toxicity is
estimated on the basis of knowledge rules. In the programs
associated with grouping, these knowledge rules are based on
mechanistic considerations, while M-CASE and TOPKAT use
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automatically learning algorithms. TIMES-SS is a hybrid system,
based on a combination of both approaches and incorporating
metabolic considerations.

4.2. Toxicity Prediction by Experimentally Determined De-
scriptors of Reactivity

Because of the historical problems of capturing informa-
tion relating to reactivity from theoretical descriptors alone,
there have been a number of attempts to measure reactivity
experimentally and use the data to form models. One of the
first reactivity descriptors applied in a QSAR approach for
toxicity prediction was developed by Roberts and
Williams.153 It connects the dose of an alkylating agent (D,
in mol/L), reactivity toward a reference nucleophile (log k),
and hydrophobicity (log P, in terms of the octanol/water
partition coefficient) and is called the relative alkylation
index (RAI):

RAI ¼ log Dþ a log kþ b log P ð18Þ
The RAI is a measure of the potency of protein-electrophile

interactions. It has been used for a wide range of diverse data sets
for structurally related compounds, for example, alkyl bromides,
halobenzenes, sultones, sulfonate esters, acrylates, aldehydes, and
diketones.154

The data from peptide reactivity assays have also been used to
identify and model reactive toxicants in a qualitative manner with
a particular emphasis on skin senstiziation.6,93,164 These studies
have demonstrated that high reactivity in a peptide assay is a good
indicator of skin sensitizing potential and has the ability to
identify (and separate) strongly and moderately reactive skin
sensitizing compounds. However, one should be cautious; a lack
of reactivity in a peptide assay does not necessarily indicate a lack
of skin sensitizing potential. This is because a number of
compounds require metabolic activation to cause skin sensitiza-
tion. The use of peptide reactivity, specifically using glutathione
data, has also been shown to be of use in the quantitative
prediction of toxicity to the aquatic organism Tetrahymena
pyriformis165 for a series of compounds acting via the SN2
mechanism, as with the skin sensitization studies the compounds
were all direct acting toxicants:

logðIGC50
-1Þ ¼ 0:85 logðRC50

-1Þ þ 1:40
n ¼ 19, r2 ¼ 0:91, s ¼ 0:25, F ¼ 199

ð19Þ

where log(IGC50
-1) is the 40 h toxicity to T. pyriformis and

log(RC50
-1) is glutathione reactivity (in mmol L-1).

4.3. Toxicity Prediction Using Theoretical and Calculated
Descriptors

To reduce reliance on experimental measurements of reactiv-
ity to predict toxicity, a number of authors have derived QSAR
models using molecular descriptors related to the electronic
structure of reactive compounds.

The correlation of the relative reactivities is well recognized in
organic chemistry and is the basis of the well-established linear
free energy relationships (LFERs), in particular the use of
Hammett and Taft constants in physical organic chemistry.155

Thus, molecular interactions between electrophiles and nucleo-
philes are governed by their properties, which can be understood
in terms of general patterns of hardness and softness.

A number of authors have utilized thewell-developedHammett-
Taft substituent constants156,157 to model skin sensitization
potential within well-defined mechanistic categories.41,56,65,158

The Hammett-Taft parameters were originally developed from
experimental data to model the electronic effects (both the
inductive and the mesomeric) of a variety of organic functional
groups.155,159 This equation is a linear free-energy relationship
relating reaction rates of reactions with varying substituents to
each other (where the change in free energy of activation is
proportional to the change in Gibbs free energy):

log krel ¼ F 3 σ þ Es ð20Þ
Here, krel is the relative rate constant of a series of differently
substituted compounds, all following the same mechanism, as
compared to the rate constant with a hydrogen atom instead of a
particular substituent. F is the sensitivity of the rate constants, σ is
the Hammett constant that represents inductive and mesomeric
substituent effects, and Es is the steric substituent constant, that
depends on the steric requirements in the particular reaction.
Friedman et al. were the first workers to apply the Hammett-
Taft relationship to amino acids and peptides,160 and it has been
used successfully since then.94,161,162

Toxicity can be modeled (and hence predicted) by chemical
reactivity within well-defined mechanistically driven chemical
categories. For example, Aptula et al.163 modeled the skin
sensitization potential (pEC3) of 11 aliphatic aldehydes, one
R-ketoester, and four R,β-diketones with

P
σ*, the latter being

the sum of Taft substituent constants (of the two groups R and R0
in RCOR0) for aliphatic inductive effects. The pEC3 value is the
logarithm of the molar concentration causing a 3-fold increase in
T cell proliferation in murine lymph nodes after repeated
application of compounds to the skin (in the local lymph node
assay). The authors derived the QSAR:

pEC3 ¼ 1:12ð(0:07ÞP σ� þ 0:42ð(0:04Þ log P- 0:62ð(0:13Þ
n ¼ 16, r2 ¼ 0:952, radj2 ¼ 0:945, s ¼ 0:12, F ¼ 129:6

ð21Þ
In addition to the development ofQSARmodels, theHammett-

Taft constants have been used as measures of chemical reactivity in
toxicity prediction by applying the read-across paradigm.56 Roberts
et al. illustrated the use of either theHammett or theTaft parameters
for compoundswithin theMichael domain as ameasure of reactivity
to estimate the skin sensitizing potential of a compound. The same
study also illustrated the ability of a combination of Hammett and
Taft reactivity parameters to allow read-across to be performed
within the SNAr mechanistic domain.

Quantum chemical descriptors are related to the chemical
mechanisms that are involved in covalent bond formation
between biological nucleophiles and electrophilic compounds.
A number of computational methods are available for the
calculation of theoretical descriptors, ranging from semiempi-
rical to ab initio. A detailed discussion of these methods is out
of the scope of this Review; readers are directed to some
excellent reviews for more information.166-168 A list of com-
monly used quantum chemical descriptors used in QSAR
applications is given in the literature,169 and current conceptual
DFT descriptors have been linked successfully with chemical
reactivity.170

Quantitative estimates of reactivity can be obtained using
electronic, geometry, or topological descriptors.72 Empirical
statistical approaches, and so-called global models, which can
associate a number of (often non-interpretable) reactivity
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descriptors with toxicity, can lack mechanistic understanding,
which leads to a disputable prediction quality. Models that
combine, for example, bioavailability (modeled by log P) and
reasonable electronic properties are more trustworthy in this
context.

The continuum from hard to soft reactivity can be quantified
by a number of calculated quantum chemical parameters.169 For
predictive toxicology, the energies of the frontier molecular
orbitals of the reactants are among the most significant.171 In
particular, the lowest unoccupied molecular orbital and highest
occupied molecular orbital (LUMO and HOMO, respectively)
are the most critical. This is because it is the interaction of the
HOMO of the nucleophile with the LUMO of the electrophile
that is central to covalent bond formation.42 Hard electrophiles
have relatively high energies E of the LUMO (a high ELUMO),
while soft electrophiles have relatively low, or negative, ELUMO.
In contrast, a hard nucleophile has a relatively low, and soft
nucleophiles a relatively high, EHOMO. Because the greater is
the difference in ELUMO and EHOMO the greater is the like-
lihood the reaction will occur, there is a preference for like
electrophiles to react with like nucleophiles (i.e., hard with
hard and soft with soft). This preference or selectivity is best
quantified by a relative reactivity probability profile of a
particular electrophile with respect to a variety of model
nucleophiles such as those noted in Table 1. As ELUMO and
EHOMO are easily calculated by a number of methods, this
provides a potential route into understanding and estimating
reactivity and toxicity.168

Given the mechanistic importance of the frontier molecular
orbitals, and especially the LUMO, it is unsurprising that a
number of authors have utilized these descriptors based on these
properties to model reactive toxicity. An early first example is the
modeling of acute fish toxicity for a group of pesticides inhibiting
the enzyme acetylcholinesterase using the parameter ELUMO

together with the effective molecular diameter (employing the
semiempirical MNDO methodology).172 For a group of ni-
troaromatic compounds, ELUMO together with partition coeffi-
cients modeled algae toxicity reasonably well at the semiempiri-
cal AM1 level of calculation (n = 19, r2 = 0.91, r2adj = 0.90, s =
0.39, F = 82).173 Another example is the toxicity of several classes
of compounds to Tetrahymena pyriformis, known to react via the
Michael addition mechanism, which were modeled by several
parameters including ELUMO, again using AM1.174 In the case of
R,β-unsaturated aldehydes, this modeling resulted in an equation
with excellent statistical fit (the authors of the study acknowl-
edged that the ratio of three descriptors to 14 compounds is at
the limit of acceptability):

logðIGC50
-1Þ ¼ 0:29 log P- 21:7ðQC4 þQC3Þ- 1:19ELUMO

n ¼ 14, r2adj ¼ 0:97, r2CV ¼ 0:93, s ¼ 0:12, F ¼ 123

ð22Þ
where (QC4 þ QC3) is the sum of the atomic charges on the
alkene carbon atoms.

Models for mutagenicity and carcinogenicity have also been
investigated using theoretical descriptors.175 As with all mod-
eling of reactive toxicants, the most successful and interpre-
table QSAR models for these end points are through the
investigation of chemical classes with a common mechanism.
For example, the mutagenicity of 14 benz[a]anthracenes was
found to correlate with a single descriptor, ELUMO (calculated

using the CNDO/2 method):

logðMPÞ ¼ - 13:38ELUMO þ 12:26
n ¼ 14, r ¼ 0:82, s ¼ 0:27

ð23Þ

where MP is the experimental potency for mutagenicity in a
hepatocyte test system.

The recently proposed electrophilic index (ωel) has also been
used by a number of authors to model reactive toxicants.176 This
index is derived from two further quantum mechanical properties,
chemical potential (μ) and chemical hardness (η), which them-
selves are related to the energies of the lowest unoccupied and
highest occupied molecular orbitals (ELUMO and EHOMO):

176-178

ωel ¼ μ2

2η
ð24Þ

The concept behind eq 24 can be understood by analogy to
classical electrostatics, with the relationship: P = V2/R. Thus,
“electrophilic power” (P) is related to the potential (V) and the
resistance (R).UsingKoopman’s theorem, they can be calculated by:

μ ¼ EHOMO þ ELUMO

2
ð25Þ

η ¼ ELUMO þ EHOMO ð26Þ
A recent study illustrated the use of the electrophilic index in

the modeling of the skin sensitization potential of a series of
compounds within the Michael acceptor mechanistic domain.43,179

The studies showed that within the Michael domain the electro-
philic indexωel (calculated at the B3LYP/6-31Gd level) could be
used to rank a series of skin and respiratory sensitizing compounds
correctly. In addition, it was demonstrated that the electrophilic
index could be used to predict the potency of compounds using a
simple read-across methodology. In a related study, the electro-
philic index ωel was used to model the cytotoxicity of a series of
sugars acting via Michael addition.180,181 In keeping with the
findings calculated for skin sensitization, the authors of this study
also demonstrated the ability of the electrophilic index (calculated
using at the HF/6-31G(d) level) to rank the cytotoxicity of the
compounds studied successfully. Good quality QSARmodels for
two classes of sugars were also constructed. The electrophilicity
index can also be used to estimate the electronic contribution to
Hammett substituent constants.182

Solvent effects on the electrophilicity index were described by
P�erez et al.183 They showed that there is a linear relationship
between the change in electrophilicity index and the solvation
energy. The solvation energy was calculated by the Self-Con-
sistent Isodensity Polarized ContinuumModel (SCI-PCM) with
a dielectric constant of ε = 78.5 to mimic water as solvent and ε =
1.0 to mimic a highly non-polar, hydrophobic solvent.

Quantum chemical calculations provide a closer insight
into chemical reactivity; they are able to provide supporting
information, in addition to in chemico methods. Thermo-
dynamic properties can be obtained by the calculation of the
properties of electrophilic and model nucleophilic reactants
and their products, as well as kinetic data. For the latter, the
calculation of appropriate transition states is required.
Further quantum and molecular mechanical (QM/MM)
simulations might provide a further insight into the molecular
initiating event of interest.184 Nevertheless, these types of
calculation are often very time-consuming, and there is no
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established routine method available to predict chemical
reactivity to this end.

4.4. Summary of (Q)SAR Models
The above sections have highlighted the ability of both

experimentally and theoretically derived descriptors to model
the formation of covalent bonds that play an important role in the
toxicity of reactive compounds. Table 9 gives an overview of the
mechanistically interpretable descriptors commonly used to
model chemical reactivity in toxicity.

It is clear from the above brief discussion that a number of
authors have utilized both experimental and theoretical descrip-
tors to model the toxicity of reactive compounds successfully for
a number of end points. The examples used illustrate the
importance of mechanistically driven category formation within
which structure-activity relationships can be successfully devel-
oped. It is important to realize that experimentally and theore-
tically derived descriptors for reactivity and electrophilicity both
have their limitations and that successful implementation of
either requires detailed mechanistic understanding of the tox-
icological event being modeled.

5. USE OF EXPERIMENTAL AND IN SILICO REACTIVITY
DATA TO PREDICT TOXICOLOGICAL END POINTS

This Review has focused on the use of the data from experi-
mental reactivity measurements to assist in the prediction of a
number of toxicological end points. The main roles for the
determination of reactivity through experimental in chemico
measurement and in silico calculations to predict toxicity can be
summarized as follows:4,116

(a) Confirming whether a compound is “reactive” to a
particular endogenous nucleophile. This may provide an
indication of hazard, for example, a structural alert for a
particular effect, or whether a compound is associated
with a mode/mechanism of action.

(b) Assisting in the definition of the domains of reactivity,
especially the structural features associated with a parti-
cular domain or mechanism of chemical reactivity. This
requires a process of intelligent testing to determine the
effect of altering functional groups and substituents on
compounds with known mechanisms of action. Ulti-
mately this may form part of a profiler (based on, e.g.,
reactive functional groups), allowing for the formation of
a category or group of compounds from which read-
across may be performed.

(c) Determining the relative potency of a reactive compound.
This may enable semi-quantitative (for example, distin-
guishing between low, moderate, and strong skin sensitizers),
or even some quantitative estimate of potency, through
either quantitative read-across or the formation ofQSARs.

Information relating to reactivity must be used in a context and
toxicity end point dependent manner. It will require a suitable
framework to use the information, for instance, as part of an
Integrated Testing Strategy (ITS).7 The corollary to identifying a
compound as being reactive is the absence of such reactivity.
Should a compound not be associated with a reactivemechanism,
then it could be categorized as “non-reactive”. It may still require
confirmatory in chemico, in vitro, or in vivo testing, or a compound
may be classified as possibly “narcotic” (aquatic toxicity), “non-
sensitizer”, “not genotoxic”, etc.

While there is a use for in chemico information, currently there
is little or no guidance about how it can be used directly, and
more case studies and understanding of weight of evidence are
required. There are three important points to note when con-
sidering the use of in chemico data for toxicological assessment,
whether part of an ITS or not. In terms of logic and practical use,
the key steps are the following:

• A key decision is whether a compound is reactive or not. If
this question can be answered with confidence by any
means, it will provide an insight into toxicity.

• If a compound is found to be reactive, which organic
chemical reaction mechanism is it reactive by? Thus, if a
compound can be placed, with confidence, into a reactive
mechanism and this is associated with a toxic effect, then it
becomes a powerful predictive tool.

• For a prediction to be made from in chemico information,
there must be a direct relationship to an adverse outcome
pathway; otherwise, there is no physiological relevance.

There are a number of steps that can be applied to answer the
questions stated above. The initial part of the process will involve
in silico profiling. Subsequently, any category formed could be
supported by existing reactivity data for the compounds within it.
This latter point was one of the driving forces for the collation of
data within this publication. It should be noted that (currently)
relatively few data are available and even if data are available, they
may exist in isolation; therefore, their application may be proble-
matic. However, even historic data from a non-standard assay
could provide some evidence regarding whether a class of com-
pounds is reactive or not. Should reactivity data be available,
then predictive models are required, an example of such a
model being given by Gerberick et al.,116 Natsch et al.,185 and
Aleksic et al.131

The exact role of the in chemico data will be determined by the
toxicological end point being considered. For instance, within the
spectrum of soft-hard electrophilic reactions, the reactions
associated with soft electrophilicity may be related to skin
sensitization and those with hard electrophilicity tomutagenicity.
There is a requirement for more information on the relative
influence of this spectrum of electrophilic interaction. However,
if and when the association between a toxicological effect and
reactivity can be established, then it should be possible to develop
the strategies for use. For instance, if a toxicological event relies
on a compound being “reactive” or falling into a specific domain
of reactivity, then this is key knowledge. This can be supported
by:

• well-defined chemical domains associated with relevant
electrophilic domains,

• well-developed computational profilers for reactivity,
• existing reactivity data, that is, ad hoc data from historical
assays, which may assist in determining whether a com-
pound is reactivity, and

• reactivity data with exactly defined experimental conditions;
currently there is no “standard” reactivity assay; however,
some are becoming more established, for example, Schultz’s
RC50 values or the depletion assays from Natsch, Aleksic,
and Gerberick.

Different approaches may be required depending on whether
it is felt there is sufficient evidence to determine if a compound
is “reactive” or not, and even to which domain it may belong.
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Table 9. Selection of Molecular Descriptors Used To Model Chemical Reactivity in Toxicity

descriptor explanation ref

Hammett/Taft

σ Hammett constant for inductive and mesomeric substituent

effects in aromatic systems, where the reaction center is

not conjugated with the aromatic ring

155

σ- Hammett constant for inductive and mesomeric substituent

effects in aromatic systems, where the reaction center is

conjugated with the aromatic ring

155

σ* Taft constant for inductive effects of substituents in non-conjugated aliphatic systems 155

F sensitivity for specific reaction and molecular system 229

Es steric substituent constant 229

Global Quantum Chemical Descriptors

EHOMO energy of the highest occupied molecular orbital 166

ELUMO energy of the lowest unoccupied molecular orbital 166

IP (≈-ELUMO)
a ionization potential for removing a electron from a molecular system X (X f X+ + e-) 166

EA (≈-EHOMO)
a electron affinity attaching an additional electron to a molecular system X (X + e- f X-) 166

μ ¼ DEel
DN

� �
ν

chemical potential, defined as the change in electronic energy

Eel upon change in total number of electrons N

230

χ ¼ - μ�-
1
2
ðEHOMO þ ELUMOÞ a absolute electronegativity 230

η ¼ -
Dμ
DN

� �
ν

�- ðEHOMO - ELUMOÞ a
molecular hardness, defined as the change in chemical potential μ upon change in

total number of electrons N

230

S ¼ 1
2η

molecular softness

230

R
molecular polarizability; note that molecules arrange themselves

toward a state of minimum polarizability and maximum hardness
230

ωel ¼ μ2

2η
¼ χ2

2η
electrophilicity index

176

Charge Distribution

QA(r) net atomic charges (at atom r) 166

PSA polar surface area, describing the spacial surface density distribution 166

μ molecular dipole moment 166

σ(r)= F(r)/N electronic density (F) per particle shape function, normalized to 1,

expresses the distributionof the total number of electrons N in a system

among different parts r of a system

231

Site-Specific Molecular Descriptors

IhðrÞ ¼
X
i

FiðrÞjεij
FðrÞ

local ionization energy F(r) = total electronic density at point r;

Fi(r) = electronic density of occupied molecular orbital (MO) i with MO energy εi

232

fþðrÞ ¼ DFðrÞ
DN

� �þ

υðrÞ
�FNþ1ðrÞ-FNðrÞ

electrophilic Fukui function, defined as the change in electron

density F at atom r upon addition of electrons to

the system (N = electron number)

230
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The type of evidence that may be required to demonstrate that a
compound is reactive could include positive association in the
computational profiler or known reactivity in an in chemico assay.
To determine whether a compound is nonreactive, it could be
outside of known chemistry of reactivity processes and not reactive
in the in chemico assays. Both conclusions will be stronger when
made using a weight of evidence approach.

As a final comment, it should not be assumed that there is a
definitive relationship between reactive and non-reactive com-
pounds and hazard. A reactive compoundmay not be toxic due to
any number of considerations including ADME properties.
Conversely, it should not be categorically concluded that a
non-reactive compound will not have hazard associated with it.
There are numerous other mechanisms of toxicological action for
chronic end points, and in addition to (reactive) acute toxicity
there is already a baseline toxic effect.

6. CONCLUSIONS AND OUTLOOK

The chemical reactivity of xenobiotic electrophiles toward
nucleophilic reference compounds is a model for their biochem-

ical behavior toward bioactive sites, such as proteins or DNA.
This provides a promising method to make assumptions regard-
ing their potential toxic effects. Both in chemico reactivity assays
and in silico estimation methods are capable of assisting in this
process, as summarized in this Review.

Historically, various reactivity assays have proven their relia-
bility to predict the biochemical activity of a compound. To
obtain a holistic view about a particular compound, the results of
different reactivity assays should be compared to each other:
more than one chemical reaction mechanism might be involved
in reactivity, and reactivity toward different nucleophilic sites is
diverse. The comparison includes the use of different reference
nucleophiles (e.g., soft and hard) or different experimental
conditions (e.g., change of pH range accounting for varying
microenvironments in a particular cellular compartment).

A database of experimentally determined values for reactivity
has been compiled, which contains a list of electrophilic com-
pounds and their chemical structure, reactivity data, and kinetic
rate constants of various in chemico assays, related to peptide
binding or DNA binding, and qualitative information about

Table 9. Continued

descriptor explanation ref

ωelðrÞ ¼ ωel � fþðrÞ local electrophilicity index

233

Δf ðrÞ ¼ fþðrÞ- f - ðrÞ
Δf ðrÞ�FLUMOðrÞ-FHOMOðrÞ a

reactivity-selectivity descriptor or dual descriptor, while f+(r)

measures reactivity toward nucleophilic and f+(r) toward

electrophilic attacks; therefore, electrophilic sites are identified

by Δf(r) > 0. FLUMO and FHOMO are the electron densities

of the LUMO and HOMO orbitals, respectively

234

EEocc(r), EQocc(r), QEocc(r);

EEvac(r), EQvac(r), QEvac(r)

energy weighted (EE) or charge-limited (EQ) electron donor

energy and acceptor energy (occ or vac, respectively), and

energy-limited (QE) electron donor and acceptor charge

223,235-
237

FNðrÞð¼
X
μðrÞ

c2μkÞ frontier orbital electron density (toward a nucleophile)

c = molecular orbital (MO) coefficients; μ = atomic

orbitals (AO) of atom r; k = LUMO

238

DNðrÞ ¼ 2
Xmax

k¼ LUMO

X
μðrÞ

c2μk
R- εk

0
@

1
A acceptor delocalizability (toward a nucleophile) c = MO

coefficients; μ = AOs of atom r; k = unoccupied MO with

MO energy εk; R = relevant orbital energy of attacking

nucleophile (≈EHOMO of nucleophilea)

238

SNðrÞ ¼ 2
Xmax

k¼ LUMO

X
μðrÞ

c2μk
ð- εkÞ

0
@

1
A superdelocalizability (toward a nucleophile)

238

ALPðrÞ ¼ 4
X1

i¼HOMO

XN
k¼ LUMO

X
μðrÞ

c2μic
2
μk

ðεi - εkÞ

0
@

1
A atomic self-polarizability

238

aAccording to Koopman’s theorem.
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adducts formed. More specifically, the database contains more
than 3000 quantitative and qualitative reactivity data for almost
900 different compounds and their reaction toward around 100
reference nucleophiles and assays, respectively. In combination
with toxicological data, their mechanistic applicability domain,
and physicochemical properties, this data collection will assist in
toxicity profiling through the grouping of compounds into
reactive categories as required for prioritization for testing,
classification and labeling, and risk assessment. It will also assist
in the development of sound screening tools, for example, to refine
structural alerts in expert software systems, for the application of
read-across and ITS. Computational estimation methods are able
to provide supporting information, in addition to experimental
measurements. On the basis of a reliable database with experi-
mental reactivity data, it is intended to model and estimate in
chemico data based on computer-aided methods.

The compiled database provides a tool to rank electrophilic
compounds by examining the variation in reactivity to different
nucleophilic sites and by comparison of related compounds.
Analysis of the data distribution within the database reveals that a
series of further in chemico tests is needed. While there are many
data with regard to their reactivity to soft nucleophiles (especially,
thiol groups), only sparse, quantitative, data are published about
their reactivity to hard nucleophiles (e.g., amines and DNA/RNA
nucleotides). Further development and systematical application of
reactivity assays, especially with regard to hard nucleophiles, will
improve understanding of electrophilic mechanisms for reactive
toxicity and therefore will allow for classification of compounds into
reactive categories with more confidence.
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ABBREVIATIONS
ACN acrylnitrile
ADME absorption, distribution, metabolism, and excretion
ADP adenosine diphosphate
AM1 Austin Method 1
ATP adenosine-50-triphosphate
B3LYP Becke, three-parameter, Lee-Yang-Parr hybrid functional
BfR Federal Institute for Risk Assessment (Germany)
BOC N-blocking butyloxycarbonyl group in peptides
ECVAM European Centre for Validation of Alternative Methods
EDTA ethylenediaminetetraacetic acid
EPA Environmental Protection Agency (United States)
FAB fast atom bombardment
FATS fish acute toxicity syndrome
FDA Food and Drug Administration (United States)
FMOC fluorenylmethyloxycarbonyl
CNDO complete neglect of differential overlap
DAD diode array detector
DFT density functional theory
DMSO dimethylsulfoxide
DNA deoxyribonucleic acid
DNCB dinitrochlorobenzene
DNFB 1-fluoro-2,4-dinitrobenzene; Sanger’s reagent
DTNB 5,50-dithiobis-(2-nitrobenzoic acid)
ES-MS electrospray mass spectrometry

For N-blocking formyl group in peptides
GSH glutathione; L-γ-glutamyl-L-cysteinyl-glycine
GSSG glutathione disulfide
GST glutathione transferase
HF Hartree-Fock
HMBC heteronuclear multiple bond coherence
HOMO highest occupied molecular orbital
HPLC high performance liquid chromatography
HSA human serum albumin
HSAB hard and soft acid and bases principle
HSQC heteronuclear single quantum coherence
IGC50 inhibition growth concentration for 50% impairment
ITS integrated testing strategy
LC liquid chomatography
LFER linear free energy relationship
LLNA mouse local lymph node assay
LUMO lowest unoccupied molecular orbital
MALDI-MS matrix-assisted laser desorption/ionization mass

spectrometry
MIE molecular initiating event
MNDO modified neglect of differential overlap
MOA mode of action
MS mass spectrometry
NBP 4-nitrobenzylpyridine
NMR nuclear magnetic resonance spectroscopy
OECD Organization for Economic Co-operation and Development
PBS aqueous phosphate buffer solution
QSAR quantitative structure-activity relationship
RC50 reactive electrophile concentration for a defined half-life of a

nucleophile
RAI relative alkylation index
REACH Registration, Evaluation, Authorization, and restriction of

Chemicals (European Union)
RNA ribonucleic acid
RP-HPLC reversed phase high performance liquid chromatography
S9 supernatant postmitochondrial liver fraction
SAR structure-activity relationship
SCI-PCM self-consistent isodensity polarized continuum model
SFB succinimido-4-fluorobenzoate
SMARTS Smiles Arbitrary Target Specification
SN1 first-order aliphatic nucleophilic substitution
SN2 second-order aliphatic nucleophilic substitution
SNAr nucleophilic aromatic substitution
SPR surface plasmon resonance
TAE thioglycolic adid ethylester
TOF time of flight
UV/vis ultraviolet-visible spectroscopy
WoE weight of evidence
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